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#### Abstract

In the present paper we study the onset of chaos in the differential delay equation $\dot{x}(t)=-x(t)+b x(t-2) /\left(1+x^{10}(t-2)\right), b>0$. We develop a new numerical technique and apply it to study the global behavior of the flow on the attractor. Using this technique, we find unstable periodic orbits, connections between different periodic orbits, transverse homoclinic orbits, and try to explain the underlying reason for chaos. © 1988 Academic Press, Inc.


## Introduction

In this paper we study the onset of chaos in differential delay equations. We develop a new numerical technique and apply it to obtain results of theoretical interest.

As a model we consider the following equation:

$$
\dot{x}(t)=a x(t)+b \frac{x(t-\tau)}{1+x^{n}(t-\tau)}
$$

where $n$ is an integer, $a<0$, and $b, \tau>0$. This equation describes different periodic diseases and was studied numerically by L. Glass and M. C. Mackey [5, 6], U. an der Heiden and M. C. Mackey [12], and J. D. Farmer [2].

In the first three of these papers the authors fixed three of the four parameters and integrated the equation numerically. As they were changing the fourth parameter, they observed Hopf bifurcation to a stable periodic orbit, a series of period doubling bifurcations, and chaotic behavior of the solutions. J. D. Farmer's work [2] was different. He tried to understand more about the attractor by computing its embedding dimension and found that during a chaotic regime, the embedding dimension of the attractor is at least equal to four. His computations also indicated that the system has a strange attractor. However, none of the existing numerical computations has led to an explanation of what is the underlying reason

[^0]for chaos, why the embedding dimension of the attractor is at least four, or what the behavior of the flow is for different values of the parameter. Our goal in this paper is to come closer to an answer to all of these questions.

It has been known since the time of Poincaré that a chaotic regime is associated with certain types of homoclinic orbits of a hyperbolic periodic orbit. This phenomenon was formalized by S. Smale [23], L. P. Sil'nikov [22], N. K. Gavrilov and L. P. Sil'nikov [3], S. Newhouse and J. Palis [20], S. Newhouse [18]. But at present it is not known why such chaos occurs even for ordinary differential equations. Many authors think that the onset of chaos and the appearence of strange attractors is due to the creation of a homoclinic tangency, that is, the creation of a tangency between the stable and unstable manifolds of a hyperbolic periodic orbit [19].

Let us recall that a homoclinic orbit to a hyperbolic periodic orbit is any orbit (except the periodic orbit) that belongs to both the stable and unstable manifold of the periodic orbit. The homoclinic orbit is transversal if the tangent spaces of the stable and unstable manifolds of the Poincare map at each point of intersection span the space. The existence of a transverse homoclinic orbit always implies the existence of chaos in the sense of T.Y. Li and J. A. Yorke [17] (see, for example, [9]).

Throughout this paper, we think of the given delay equation as defining a flow on the space $C=C([-\tau, 0], R)$ of continuous real valued functions on $[-\tau, 0]$. For any function $\varphi \in C$ there is a unique solution $x(t, \varphi)$ of the given equation defined for $t \geqslant-\tau$ such that $x(t, \varphi)=\varphi(t)$ for all $t \in[-\tau, 0]$. The flow $\varphi \mapsto \Psi(t) \varphi$ is defined by $(\Psi(t) \varphi)(\theta)=x(t+\theta, \varphi), \theta \in[-\tau, 0]$. With this notation periodic orbits become closed curves in $C$, and in this space one can define the above concepts of stable and unstable manifolds of a periodic orbit, the Poincare map, hyperbolicity, and homoclinic orbits.

Homoclinic tangencies and transverse homoclinic orbits for scalar delay equations have been constructed in specific cases by H.-O. Walther [25], U. an der Heiden and H.-O. Walther [14], U. an der Heiden and M. C. Mackey [13], J. K. Hale and X.-B. Lin [11]. These examples show that homoclinic orbits do occur in delay equations. In [10], J. K. Hale and X.-B. Lin proved that if there is a homoclinic orbit for a general retarded fuctional differential equation, then there is an arbitrarily small perturbation of the vector field such that the perturbed equation has a transverse homoclinic orbit. We now ask if there is a homoclinic orbit for the system that we shall consider and are there connections between different periodic orbits.

In our model we choose $a=-1, n=10, \tau=2$, and $b$ as a parameter.
The local analysis we give in Section 1 shows that for $b \approx 1.34$ a Hopf bifurcation to a stable $T$-periodic orbit does take place. From the computations done by U. an der Heiden and M. C. Mackey [12] we know that this periodic orbit becomes unstable due to a period doubling bifurcation. The computations of U. an der Heiden and M. C. Mackey [12] as well as the ones in [5, 6, 2] proceed in the following manner: starting with a given initial function, integrate the
equation and observe the stable limiting solutions. The way in which the initial function is chosen plays no essential role. However, if one is careful in the specification of the initial function, more information can be obtained about the behavior of the flow. In the study of a dynamical system, the global behavior of the flow is determined by the unstable sets, not by the stable ones. If we could know the exact behavior of the unstable manifold of the $T$-periodic orbit, we would be able to understand the global behavior of at least some solutions of the given dynamical system. Therefore, we must find a numerical scheme that will enable us to follow the unstable manifold of the $T$-periodic orbit.

The idea is simple: integrate the equation starting with the initial data sufficiently close to the unstable $T$-periodic orbit. Since the unstable manifold is a stable set, we obtain a good approximation of the typical flow on it (see [9] and Lambda-Lemma in [26]). There is, however, a major difficulty. How can we find the initial data for an unstable periodic orbit, which being unstable, cannot be approximated by integrating the equation? In fact, we need completely different methods from these used in [12, 5, 6, 2].

We have been able to find the initial data by tracing the bifurcation branch that corresponds to the $T$-periodic orbit, using the homotopy continuation method. This method has been used before by E. L. Allgower and C.-S. Chien [1], H. B. Keller [16], K. Georg [4], and others to study bifurcation diagrams of elliptic equations, and of a specific delay equation. Similar ideas were used by E. Doedel [27] in the case of parabolic partial differential equations. As an integration technique we use the spectral method that was introduced by K. Ito and R. Teglas [15] primarily for linear delay equations. Although our equation is nonlinear, this method continues to provide sufficiently good accuracy. A detailed description of our numerical scheme is given in Section 3.

The main advantage of our algorithm is that it makes it possible to find unstable peiodic orbits, heteroclinic and homoclinic orbits, and to follow certain solutions which until now could not be observed numerically. It also provides a better understanding of the flow on the attractor. Using our scheme to study the dynamics of the given system for different values of the parameter, we obtain a number of results that are described in detail in Section 2. The following is an outline of those results.

For $b \approx 1.56$ we observe the first period doubling bifurcation to a stable $2 T$-periodic orbit. There is a connection between the $T$-periodic and $2 T$-periodic orbits.

For $b \approx 1.72$ the $2 T$-periodic orbit becomes unstable and a $4 T$-periodic orbit appears. There are connections between the orbits of period $T$ and $2 T$, the orbits of period $T$ and $4 T$, and the orbits of period $2 T$ and $4 T$.

For $1.725 \leqslant b \leqslant 1.74$ several period doubling bifurcations occur. As a result, we observe new periodic orbits of period $8 T, 16 T$, and $32 T$.

Furthermore, there is a parameter value $b_{0}, 1.74<b_{0}<1.77$ such that for $b=b_{0}$ there is a homoclinic tangency between the stable and the unstable manifolds of the $T$-periodic orbit.

For $b=1.77$ there is a transverse homoclinic orbit.
We suspect that the creation of a homoclinic tangency occurs in the following way. The period of some stable periodic orbit continues to increase and, as $b$ approaches $b_{0}$, some point on this orbit approaches the $T$-periodic orbit, giving the homoclinic tangency.

In order to understand more about the attractor, one must study the changes in the characteristic multipliers of the $T$-periodic orbit. It turns out that for $b<1.8$ the unstable manifold of the Poincare map for the $T$-periodic orbit is one dimensional. For $b \approx 1.8$ a saddle-node bifurcation from the $T$-periodic orbit takes place and the unstable manifold becomes two-dimensional. The dominant multiplier inside the unit circle is real, but for $b \approx 1.93$ it becomes complex. In all of these cases, the transverse homoclinic orbit still exists. This suggests that one would need a fourdimensional analog of the Hénon map to model the Poincare map for the flow on the attractor, which coincides with J. D. Farmer's result on the embedding dimension of the attractor.

Further study is obviously required here, but that would go beyond the goals of the present paper.

As mentioned before, the creation of some homoclinic orbits leads to the creation of a horseshoe map, to infinitely many periodic orbits, and to the onset of chaos. We suspect that our system behaves in a similar way. It is quite possible that a twodimensional unstable manifold leads to the creation of more homoclinic orbits. In addition, a complex dominant characteristic multiplier inside the unit circle could also lead to the creation of generalized Sil'nikov [21] type orbits. All this could cause chaotic behavior of the flow.

## 1. Local Analysis

Consider the differential delay equation

$$
\begin{equation*}
\dot{x}(t)=-x(t)+b \frac{x(t-2)}{1+x^{10}(t-2)} \tag{1}
\end{equation*}
$$

where $b>0$ is a parameter.
Proposition. (a) If $b<1$, then $x_{0}=0$ is the unique equilibrium solution of the given equation, and it is stahle.
(b) A pitchfork bifurcation from the trivial equilibrium solution $x_{0}$ takes place at $b=1$, and $x_{0}$ becomes unstable.
(c) If $b>1$, then the given equation has three equilibrium solutions: $x_{0}=0$, $x_{1}=(b-1)^{1 / 10}$ and $x_{2}=-x_{1}$. Moreover, there exists a parameter value $b=b_{0}>\frac{10}{9}$ such that $x_{1}$ and $x_{2}$ are stable for all $1<b<b_{0}$.
(d) There is a Hopf bifurcation from $x_{1}$ to a positive periodic orbit, and from $x_{2}$ to a negative periodic orbit at $b=b_{0}$.


FIG. 1. The stable $T$-periodic orbit at $b=1.516 ; T \approx 5.5$.

Remark. Numerical computations, done in Section 3, show that the Hopf bifurcation from $x_{1}$ occurs at the parameter value $b_{0} \approx 1.34$. As a result, a stable positive periodic orbit of period $T \approx 5.5$ appears (see Fig. 1).

We first prove the following lemma.
Lemma. Consider the equation

$$
\begin{equation*}
z=-1+d e^{-2 z} \tag{2}
\end{equation*}
$$

over the field of complex numbers, where $d \neq 0$ is a parameter:
(a) If $0<d<1$, then all solutions $z$ of (2) have negative real parts.
(b) There exists a value $d_{0}<0$ such that Eq. (2) has a pure imaginary solution at $d=d_{0}$.

Proof of the Lemma. (a) Let $0<d<1$ be arbitrary, but fixed. Let $z=\mu+i v$. Using Eq (2), we obtain for $\mu$ and $v$ the system of equations

$$
\begin{align*}
& \mu=-1+d e^{-2 \mu} \cos (2 v) \\
& v=-d e^{-2 \mu} \sin (2 v) . \tag{3}
\end{align*}
$$

Assume there exists a solution ( $\mu_{0}, v_{0}$ ) of the system (3) such that $\mu_{0}>0$. Let $h(\mu)=d e^{-2 \mu}$. Since $h$ is a strictly monotone decreasing function of $\mu$ and since $h(0)=d<1$, it follows that $h\left(\mu_{0}\right)<1$. Therefore,

$$
\mu_{0}=-1+d e^{-2 \mu_{0}} \cos \left(2 v_{0}\right)<0
$$

This contradicts the assumption.
(b) Suppose Eq. (2) has a pure imaginary solution $z=i v_{0}, v_{0} \in R$, for some parameter value $d=d_{0}$. This leads to the system of equations

$$
\begin{align*}
0 & =-1+d_{0} \cos \left(2 v_{0}\right) \\
v_{0} & =-d_{0} \sin \left(2 v_{0}\right), \tag{4}
\end{align*}
$$

or, equivalently,

$$
\begin{equation*}
v_{0}=-\tan \left(2 v_{0}\right) . \tag{5}
\end{equation*}
$$

If $v_{0}$ is a positive solution of Eq. (5), then

$$
-\frac{\pi}{4}+\frac{\pi}{2} n<v_{0}<\frac{\pi}{2} n, \quad n=1,2,3, \ldots
$$

A solution $v_{0}$ of (5) can be chosen so that $d_{0}=1 / \cos \left(2 v_{0}\right)<0$. The pair $\left(d_{0}, v_{0}\right)$ then satisfies the system (4). Therefore $z=i v_{0}$ is a solution of (2). This completes the proof of the lemma.

Proof of the Proposition. (a) Let $b<1$. All the equilibrium solutions of the given equation are obtained by solving the equation for $x$

$$
\begin{equation*}
-x+b \frac{x}{1+x^{10}}=0 \tag{6}
\end{equation*}
$$

Therefore, $x=0$ is the unique equilibrium solution of (1).
In order to study the stability of the trivial solution, we have to consider the solutions of the characteristic equation about $x=0$ :

$$
\begin{equation*}
\lambda=-1+b e^{-2 \lambda} . \tag{7}
\end{equation*}
$$

Part (a) of the lemma implies that all solutions of Eq. (7) have negative real parts, and therefore, $x_{0}$ is stable (see [8]).
(b) The characteristic equation about $x=0$ is given by (7). Obviously, $\lambda=0$ is a solution of (7) for $b=1$. For $b>1$, it follows from (6) that the given equation (1) has three equilibrium solutions, namely, $x_{0}=0, x_{1}=(b-1)^{1 / 10}$, and $x_{2}=-x_{1}$. Hence, for $b=1$, a pitchfork bifurcation takes place. Moreover, the implicit function theorem implies that for any parameter value $b>1$ but close to 1 , Eq. (7) has a real-valued solution $\lambda$.

Suppose all real-valued solutions $\lambda$ of (7) are negative for $b>1$. Let $h(\lambda)=b e^{-2 \lambda}$. Since $h$ is a strictly monotone decreasing function of $\lambda$ and since $h(0)=b>1$, it follows that $h(\lambda)>1$. Therefore,

$$
\lambda=-1+b e^{-2 \lambda}>0 .
$$

This contradicts the assumption. So, $\lambda>0$ and the trivial solution is unstable.
(c) In part (b) we showed that Eq. (1) has three equilibrium solutions $x_{0}, x_{1}$, and $x_{2}$ for $b>1$. The characteristic equation about $x_{1}$ is

$$
\begin{equation*}
\lambda=-1+B e^{-2 \lambda} \tag{8}
\end{equation*}
$$

where $B=(10-9 b) / b$. Since $b>1$, it follows that $B<1$.
If $1<b<10 / 9$, we have $0<B<1$, and part (a) of the lemma implies that $\operatorname{Re}(\lambda)<0$ for all solutions $\lambda$ of (8).

If $b=\frac{10}{9}$, then $B=0$, and it follows that $\lambda=-1$ is a solution of (8).
Furthermore, part (b) of the lemma implies that there is a parameter value $B_{0}<0$
such that $\operatorname{Re}(\lambda)=0$ at $B=B_{0}$. This means there is a parameter value $b_{0}>\frac{10}{9}$ such that $\operatorname{Re}(\lambda)=0$ at $b=b_{0}$. Since $\operatorname{Re}(\lambda)$ is a continuous function of $b$ and since $\operatorname{Re}(\lambda) \neq 0$ for all $b \in\left(1, b_{0}\right)$, we obtain that $\operatorname{Re}(\lambda)<0$ for all $b \in\left(1, b_{0}\right)$. This implies that the equilibrium solution $x_{1}$ of the given equation (1) is stable. Since $x_{1}$ and $x_{2}$ have the same characteristic equation, $x_{2}$ is also stable.
(d) We already know that for $b=b_{0}$ Eq. (8) has a solution $\lambda_{0}=\mu_{0}+i v_{0}$, where $\mu_{0}=0$, and $v_{0} \in R$.

The second condition for the occurence of a Hopf bifurcation is (see [8])

$$
\left.\frac{d \operatorname{Re}(\lambda)}{d b}\right|_{b=b_{0}}>0
$$

We now show that this condition is also satisfied.
Let $\mu=\operatorname{Re}(\lambda)$ and $v=\operatorname{Im}(\lambda)$. It is easy to see, using (3) at $d=B$, that

$$
\frac{d \mu}{d b}=-\frac{10}{b^{2}} e^{-2 \mu} \cos (2 v)-2 B e^{-2 \mu} \cos (2 v) \frac{d \mu}{d b}-2 B e^{-2 \mu} \sin (2 v) \frac{d v}{d b}
$$

and

$$
\frac{d v}{d b}=\frac{10}{b^{2}} e^{-2 \mu} \sin (2 v)+2 B e^{-2 \mu} \sin (2 v) \frac{d \mu}{d b}-2 B e^{-2 \mu} \cos (2 v) \frac{d v}{d b}
$$

Using (4) at $d_{0}=B_{0}$, we obtain

$$
\begin{aligned}
\frac{d \mu\left(\mu_{0}, v_{0}, b_{0}\right)}{d b}= & -\frac{10}{b_{0}^{2}} \cos \left(2 v_{0}\right)-2 B_{0} \cos \left(2 v_{0}\right) \frac{d \mu\left(\mu_{0}, v_{0}, b_{0}\right)}{d b} \\
& -2 B_{0} \sin \left(2 v_{0}\right) \frac{d v\left(\mu_{0}, v_{0}, b_{0}\right)}{d b} \\
= & -\frac{10}{B_{0} b_{0}^{2}}-2 \frac{d \mu\left(\mu_{0}, v_{0}, b_{0}\right)}{d b}+2 v \frac{d v\left(\mu_{0}, v_{0}, b_{0}\right)}{d b}
\end{aligned}
$$

and

$$
\begin{aligned}
\frac{d v\left(\mu_{0}, v_{0}, b_{0}\right)}{d b} & =\frac{10}{b_{0}^{2}} \sin \left(2 v_{0}\right)+2 B_{0} \sin \left(2 v_{0}\right) \frac{d \mu\left(\mu_{0}, v_{0}, b_{0}\right)}{d b}-2 B_{0} \cos \left(2 v_{0}\right) \frac{d v\left(\mu_{0}, v_{0}, b_{0}\right)}{d b} \\
& =-\frac{10 v_{0}}{B_{0} b_{0}^{2}}-2 v_{0} \frac{d \mu\left(\mu_{0}, v_{0}, b_{0}\right)}{d b}-2 \frac{d v\left(\mu_{0}, v_{0}, b_{0}\right)}{d b}
\end{aligned}
$$

This implies that

$$
\left(9+4 v_{0}^{2}\right) \frac{d \mu\left(\mu_{0}, v_{0}, b_{0}\right)}{d b}=-\frac{10}{B_{0} b_{0}^{2}}\left(3+2 v_{0}^{2}\right)
$$

Since $B_{0}<0$, it follows that

$$
\frac{d \mu\left(\mu_{0}, v_{0}, b_{0}\right)}{d b}>0
$$

By uniqueness, we see that the new periodic solution must remain positive for all time. Since the positive and the negative equilibrium solutions have the same characteristic equations, this completes the proof of the proposition.

## 2. Global Behavior of the Flow as Suggested by Numerical Computations

In order to understand the global behavior of solutions of the given differential delay equation, we have to analyze different periodic orbits, establish connections between them, find homoclinic orbits, and understand the structure of the attractor. Because of the symmetry property of the given equation, the corresponding positive and negative solutions behave in a similar way. Throughout the rest of this paper we will study the behavior of the flow only near the positive periodic solutions. The first step is to compute the characteristic multipliers of the stable $T$-periodic orbit for different values of the parameter $b$ (see Table I). We obtain the following results.

For the stable $T$-periodic orbit the two dominant multipliers of the Poincare map are real; one is negative, the other is positive. As $b$ increases, the negative multiplier decreases and the positive one increases.

At $b \approx 1.56$ the negative multiplier becomes less than -1 . This indicates that a period doubling bifurcation has taken place. As a result, the $T$-periodic orbit becomes unstable and a stable $2 T$-periodic orbit appears. The unstable manifold of the Poincare map for the $T$-periodic orbit is one-dimensional. The dominant multiplier inside the unit circle is real and increases as $b$ increases.

In order to find the connection between the two orbits, we follow the unstable manifold of the $T$-periodic orbit. An approximation of the flow on the unstable manifold of the $T$-periodic orbit for $b \approx 1.61$ is shown on Fig. 2. We see that the unstable manifold leaves the neighborhood of the $T$-periodic solution and approaches the $2 T$-periodic solution. This suggests that the flow for the Poincare map behaves as shown in Fig. 3.

In Fig. 4 we can see the changes in the shape of the $2 T$-periodic orbit as $b$ changes, but the global behavior of the flow remains the same.

For $b \approx 1.72$ the approximated unstable manifold of the $T$-periodic orbit approaches a $4 T$-periodic solution (see Fig. 5). This suggests that a period doubling bifurcation from the $2 T$-periodic orbit to a stable $4 T$-periodic orbit has taken place and that the $2 T$-periodic orbit has become unstable. Since the $4 T$-periodic orbit is stable, the $\omega$-limit set of points on the unstable manifold of the $2 T$-periodic orbit must be the $4 T$-periodic orbit. Thus, there is a connection between the $2 T$ - and $4 T$ periodic orbits. Before the bifurcation to the $4 T$-periodic orbit occured, the unstable manifold of the $T$-periodic orbit and the stable manifold of the $2 T$-periodic orbit

TABLE I
Characteristic Multipliers

| $b$ | Real part | Imaginary part |
| :---: | :---: | :---: |
| $0.15169998204381 D+01$ | $\begin{array}{r} -0.75603516120348 D+00 \\ 0.44969853962305 D-02 \\ 0.28129940988884 D+00 \\ 0.18107808017625 D-02 \end{array}$ | $\begin{array}{r} 0.00000000000000 D+00 \\ -0.65839633895762 D-02 \\ 0.00000000000000 D+00 \\ 0.00000000000000 D+00 \end{array}$ |
| $0.15579455170276 D+01$ | $\begin{array}{r} -0.99082438693867 D+00 \\ 0.15529581655926 D-02 \\ 0.39215875048249 D+00 \\ 0.24907420850717 D-02 \end{array}$ | $\begin{array}{r} 0.00000000000000 D+00 \\ -0.61560707666997 D-02 \\ 0.00000000000000 D+00 \\ 0.00000000000000 D+00 \end{array}$ |
| $0.15608428119615 D+01$ | $\begin{array}{r} -0.10214338911149 D+01 \\ 0.71093672034923 D-03 \\ 0.41497018798077 D+00 \\ 0.25309695948021 D-02 \end{array}$ | $\begin{array}{r} 0.00000000000000 D+00 \\ -0.50442336512935 D-02 \\ 0.00000000000000 D+00 \\ 0.00000000000000 D+00 \end{array}$ |
| $0.15868795907950 D+01$ | $\begin{array}{r} -0.11618011402952 D+01 \\ -0.14016873175338 D-02 \\ 0.50994592530421 D+00 \\ 0.33314367926903 D-02 \end{array}$ | $\begin{array}{r} 0.000000000000000 D+00 \\ -0.32098953977312 D-02 \\ 0.00000000000000 D+00 \\ 0.00000000000000 D+00 \end{array}$ |
| $0.16107516029038 D+01$ | $\begin{array}{r} -0.12548177533119 D+01 \\ -0.22407197129549 D-02 \\ 0.57016697023239 D+00 \\ 0.41544612398025 D-02 \end{array}$ | $\begin{array}{r} 0.00000000000000 D+00 \\ -0.27903944408287 D-02 \\ 0.00000000000000 D+00 \\ 0.00000000000000 D+00 \end{array}$ |
| $0.16868077724021 D+01$ | $\begin{array}{r} -0.14903172196781 D+01 \\ -0.44638461766242 D-02 \\ 0.76289021521505 D+00 \\ 0.85618962324826 D-02 \end{array}$ | $\begin{array}{r} 0.00000000000000 D+00 \\ -0.17444125297024 D-02 \\ 0.00000000000000 D+00 \\ 0.00000000000000 D+00 \end{array}$ |
| $0.17200017867492 D+01$ | $\begin{array}{r} -0.15648109668089 D+01 \\ -0.51138901154322 D-02 \\ 0.84491254276785 D+00 \\ 0.12867083054857 D-01 \end{array}$ | $\begin{array}{r} 0.00000000000000 D+00 \\ -0.29116542422365 D-02 \\ 0.00000000000000 D+00 \\ 0.00000000000000 D+00 \end{array}$ |
| $0.17785049483794 D+01$ | $\begin{array}{r} -0.16531565809653 D+01 \\ -0.57182989050311 D-02 \\ 0.96639378224714 D+00 \\ -0.24923319911100 D-01 \end{array}$ | $\begin{array}{r} 0.00000000000000 D+00 \\ -0.53319615026491 D-02 \\ 0.00000000000000 D+00 \\ 0.00000000000000 D+00 \end{array}$ |
| $0.17995624671759 D+01$ | $\begin{array}{r} -0.16720276767270 D+01 \\ -0.57320657699073 D-02 \\ 0.10022806609118 D+01 \\ -0.16984142003698 D-01 \end{array}$ | $\begin{array}{r} 0.00000000000000 D+00 \\ -0.61399450968025 D-02 \\ 0.00000000000000 D+00 \\ 0.00000000000000 D+00 \end{array}$ |
| $0.18201123977879 D+01$ | $\begin{array}{r} -0.16830197690395 D+01 \\ -0.55747522959105 D-02 \\ 0.10333664668497 D+01 \\ -0.11539291671770 D-01 \end{array}$ | $\begin{array}{r} 0.00000000000000 D+00 \\ -0.68835200884575 D-02 \\ 0.00000000000000 D+00 \\ 0.00000000000000 D+00 \end{array}$ |
| $0.18415855673526 D+01$ | $\begin{array}{r} -0.16872315511247 D+01 \\ -0.50189983705182 D-02 \\ 0.10711365769648 D+01 \\ -0.65553566268005 D-02 \end{array}$ | $\begin{array}{r} 0.00000000000000 D+00 \\ -0.77364370444696 D-02 \\ 0.00000000000000 D+00 \\ 0.00000000000000 D+00 \end{array}$ |
| $0.19340510292814 D+01$ | $\begin{array}{r} -0.16737284473702 D+01 \\ -0.39267572238915 D-02 \\ 0.10985839000902 D+01 \\ -0.26188543363349 D-02 \end{array}$ | $\begin{array}{r} 0.00000000000000 D+00 \\ -0.83640467566372 D-02 \\ 0.00000000000000 D+00 \\ 0.00000000000000 D+00 \end{array}$ |



Fig. 2. The solution on the unstable manifold of the $T$-periodic orbit approaching the $2 T$-periodic orbit at $b=1.61$.


Fig. 3. The flow on the unstable manifold of the Poincare map at $b=1.61$.


Fig. 4. The solution on the unstable manifold of the $T$-periodic orbit approaching the $2 T$-periodic orbit at $b=1.68$.


Fig. 5. The solution on the unstable manifold of the $T$-periodic orbit approaching the $4 T$-periodic orbit at $b=1.72$.

$4 T$
Fig. 6. The flow on the unstable manifold of the Poincare map at $b=1.72$ : a typical orbit on the unstable manifold approaching the $4 T$-periodic orbit; * the connection of the $T$-periodic orbit to the $2 T$ periodic orbit.


Fig. 7. The bifurcation diagram for $0<b<1.72$ in the space $C \times R$ :—— the equilibrium solution; the $T$-periodic solution; --- the $2 T$-periodic solution; - - the $4 T$-periodic solution.


FIG. 8. The solution on the unstable manifold of the $T$-periodic orbit approaching the $8 T$-periodic orbit at $b=1.725$.


Fig. 9. The solution on the unstable manifold of the $T$-periodic orbit approaching the $16 T$-periodic orbit at $b=1.735$.


FIG. 10. The solution on the unstable manifold of the $T$-periodic orbit approaching the $32 T$-periodic orbit at $b=1.74$.


Fig. 11. The transverse homoclinic orbit at $b=1.77$ for $0 \leqslant t \leqslant 400$.
were transversal. They should therefore remain transversal after the bifurcation takes place. This shows that there is a connection between the $T$ - and $2 T$-periodic orbits. It also implies that there is a connection between the $T$ - and $4 T$-periodic orbits. In fact, almost all initial data close to the $T$-periodic orbit should approach the $4 T$-periodic orbit; that is, numerically, one should not observe the connection between the $T$ - and $2 T$-periodic orbits. This is confirmed in Fig. 5. The flow for the Poincaré map is indicated in Fig. 6.

The behavior of the characteristic multipliers for the $T$-periodic orbit did not change. The two dominant multipliers are real. One is outside the unit circle, negative, and decreases as $b$ increases getting farther away from -1 . The other is inside the unit circle, positive, and increases as $b$ increases getting closer to 1.

So far we have the bifurcation diagram as shown in Fig. 7.
For $1.725 \leqslant b \leqslant 1.74$ several period doubling bifurcations occur (see Figs. 8-10).
For $b \approx 1.77$ (see Figs. 11, 11a) we notice that the computed solution, which approximates the unstable manifold, leaves the neighborhood of the $T$-periodic solution, but after a while it returns into the neighborhood of the $T$-periodic solution. This picture keeps repeating itself, which indicates that there is a transversal intersection of the stable and unstable manifold of the $T$-periodic orbit. The transversality was checked by observing numerically that the same phenomenon occurs when the initial data is perturbed. From Figs. 11, 11a, it follows that there must be some value of the parameter $1.74<b_{0}<1.77$ for which there is a homoclinic tangency.

It is very difficult to give an explanation of what happens in the parameter range 1.74 to 1.77 . Up to the parameter value $b=1.74$ we observe several period doubling bifurcations, and we also know that a homoclinic tangency must occur at some $b_{0}$, $1.74<b_{0}<1.77$. From the general theory of the creation of homoclinic tangencies, it is known (see, for example, [3]) that there always can be a sequence of period doublings as well as transient chaos for some values of $b$ as $b$ approaches $b_{0}$ from below. The orbits that come from the general theory, however, are always unstable.


Fig. 11a. The transverse homoclinic orbit at $b=1.77$ for $400 \leqslant t<800$.


Fig. 12. The transverse homoclinic orbit at $b=1.8$.

On the other hand, it is possible that there are still some stable periodic orbits whose periods become very large, and as $b$ approaches $b_{0}$, some points of those approach the $T$-periodic orbit. A closer inpsection of Fig. 10 suggests that this is the case. In fact, one observes a distinctive peak at $t=20,103,160,220$ which is reproduced and is approximately equal to the $T$-periodic orbit. If this speculation is correct, then the creation of the homoclinic tangency is clear. The period of some stable periodic orbit continues to increase and, as $b$ approaches $b_{0}$, some point on this orbit approaches the $T$-periodic orbit. This implies the existence of a homoclinic orbit to the $T$-periodic orbit at $b=b_{0}$.

Two other interesting phenomena happen as $b$ increases. For $b \approx 1.80$ the dominant characteristic multiplier of the $T$-periodic orbit inside the unit circle becomes greater than 1. This means that a saddle-node bifurcation from the $T$-periodic orbit has occured. The unstable manifold of the $T$-periodic orbit becomes two-dimensional.

The dominant characteristic multiplier of the $T$-periodic orbit inside the unit circle is real, decreases as $b$ increases, and for $b \approx 1.93$ becomes complex. In both cases the transverse homoclinic orbit still exists (see Fig. 12). This suggests that one would need a four-dimensional analog of the Hénon map to model the Poincaré map for the flow on the attractor.

It is quite possible that a two-dimensional unstable manifold leads to the creation of more homoclinic orbits. In addition, a complex dominant characteristic multiplier inside the unit circle could also lead to the creation of a Sil'nikov type orbit [21]. All of this could cause chaotic behavior of the flow.

## 3. Following the Unstable Manifold

In this section we present the numerical scheme for following the unstable manifold of the $T$-periodic orbit that has enabled us to obtain the results described in the previous section.

## Main Idea and Strategy

The main idea is to integrate the equation with initial data close to the unstable $T$-periodic orbit. Then the computed solution will approximate the typical flow on the unstable manifold. In order to find the initial data, we use the following strategy:
(a) Choose $b^{*}<1.34$, but close to this value, and the pair $\left(x^{*}, b^{*}\right)$, where $x^{*}=\left(b^{*}-1\right)^{1 / 10}$ represents a point on the bifurcation branch which corresponds to the positive equilibrium solution (see Fig. 7).
(b) Use the homotopy continuation method to follow this branch to the bifurcation point at $(x, b)$ where $b \approx 1.34$. This is the point where Hopf bifurcation takes place.
(c) At the bifurcation point switch to the branch that corresponds to the stable $T$-periodic orbit (see Fig. 7).
(d) Trace this branch beyond the bifurcation point $(x, b), b \approx 1.56$, where the first period doubling bifurcation takes place. Any pair $(x, b)$ beyond this bifurcation point represents a point on the bifurcation branch such that $x$ is the initial data of the unstable $T$-periodic solution for the parameter value $b>1.56$.
(e) In order to follow the unstable manifold of the $T$-periodic orbit, integrate the given equation using the initial data obtained in (d).

## Integration Technique and Discretization

In order to integrate the given equation numerically, we use the spectral method which was proposed in [15] for perturbed linear systems.

Let $C=C([-2,0], R)$ be the space of all continuos functions from $[-2,0]$ into $R$. For any $\varphi \in C$ there is a unique solution $x(t)$ of the given equation defined for $t \geqslant-2$ such that $x(\theta)=\varphi(\theta)$ for all $\theta \in[-2,0]$.

Let $z(t, \theta)=x(t+\theta)$ where $x$ is a solution of the given equation and $\theta \in[-2,0]$. Any smooth solution $z$ then satisfies the boundary value problem

$$
z_{t}=z_{\theta}
$$

with the boundary condition

$$
z_{t}(t, 0)=f(z(t, 0), z(t,-2)),
$$

where

$$
f(z(t, 0), z(t,-2))=-z(t, 0)+b \frac{z(t,-2)}{1+z^{10}(t,-2)}
$$

and with the initial condition

$$
z(0, \theta)=x(\theta), \quad \theta \in[-2,0]
$$

If we know the solution $z(t, \theta)$ of this boundary value problem, we can find the solution $x(t)$ of the given differential delay equation using the relation

$$
x(t)=z(t, 0)
$$

for all $t \geqslant 0$.

In order to integrate the boundary value problem, we use the well-known spectral method (see [7,24]) which proceeds as follows.

Choose a number of collocation points $\theta_{0}, \ldots, \theta_{n}$ in the interval $[-2,0]$ and a basis $\left(\Phi_{0}, \ldots, \Phi_{n}\right)$ in the approximation space $B$ such that the matrix $\left(\Phi_{i}\left(\theta_{j}+1\right)\right)_{i, j=0, \ldots, n}$ is nonsingular. Then, define the projection operator $\Pi$ from $C$ into $B$ by

$$
\Pi_{z}(t, \theta)=\sum_{j=0}^{n} a_{j}(t) \Phi_{j}(\theta+1)
$$

where $a_{j}(t) \in R$ are solutions of the system of linear equations

$$
\Pi z\left(t, \theta_{i}\right)=z\left(t, \theta_{i}\right)
$$

for all $i=0, \ldots, n$, and all $t \geqslant 0$.
In order to find the solution $z(t, \theta)$, it is sufficient to determine the coefficients $a_{j}(t)$ in the series expansion.

As an approximation basis let us choose the Legendre polynomials, and as collocation points let us choose $\left(\theta_{0}, \ldots, \theta_{n}\right)$ such that $\theta_{0}+1, \ldots, \theta_{n}+1$ are the zeros of the Legendre polynomial of order $n+1$. With this notation, we have

$$
z\left(t, \theta_{i}\right)=\sum_{j=0}^{n} a_{j}(t) p_{j}\left(\theta_{i}+1\right)
$$

for all $0 \leqslant i \leqslant n$ where $p_{j}$ is the Legendre polynomial of order $j$.
Moreover, the following equations hold

$$
z_{t}\left(t, \theta_{i}\right)=\sum_{j=0}^{n} a_{j}^{\prime}(t) p_{j}\left(\theta_{i}+1\right)
$$

and the well-known identities for Legendre polynomials [7] imply that

$$
z_{\theta}\left(t, \theta_{i}\right)=\sum_{j=0}^{n-1} b_{j}(t) p_{j}\left(\theta_{i}+1\right)
$$

where

$$
b_{j}(t)=(2 j+1) \sum_{k=j+1 . j+k \text { odd }}^{n} a_{k}(t) .
$$

Furthermore, since $p_{j}(1)=1$ and $p_{j}(-1)=(-1)^{j}$, it follows that

$$
z(t, 0)=\sum_{j=0}^{n} a_{j}(t) p_{j}(1)=\sum_{j=0}^{n} a_{j}(t)
$$

and

$$
z(t,-2)=\sum_{j=0}^{n} a_{j}(t) p_{j}(-1)=\sum_{j=0}^{n}(-1)^{j} a_{j}(t) .
$$

Substituting all of these equations into the boundary value problem, we find that

$$
\begin{gathered}
a_{j}^{\prime}(t)=b_{j}(t), \quad 0 \leqslant j \leqslant n-1, \\
z_{t}(t, 0)=\sum_{j=0}^{n} a_{j}^{\prime}(t)=a_{n}^{\prime}(t)+\sum_{j=0}^{n-1} b_{j}(t) \\
=f\left(\sum_{j=0}^{n} a_{j}(t), \sum_{j=0}^{n}(-1)^{j} a_{j}(t)\right),
\end{gathered}
$$

and

$$
z\left(0, \theta_{i}\right)=\sum_{j=0}^{n} a_{j}(0) p_{j}\left(\theta_{i}+1\right)=x\left(\theta_{i}\right)
$$

for all $0 \leqslant i \leqslant n$.
In other words, we have to solve the system of ordinary differential equations

$$
\begin{gathered}
a_{j}^{\prime}(t)=b_{j}(t), \quad 0 \leqslant j \leqslant n-1, \\
a_{n}^{\prime}(t)=\sum_{j=0}^{n-1} b_{j}(t)+f\left(\sum_{j=0}^{n} a_{j}(t), \sum_{j=0}^{n}(-1)^{j} a_{j}(t)\right)
\end{gathered}
$$

with the initial condition $a(0)=\left(a_{0}(0), \ldots, a_{n}(0)\right)$ such that

$$
a(0)=\Phi^{-1} x
$$

where

$$
\Phi=\left(\begin{array}{ccc}
p_{0}\left(\theta_{0}+1\right) & \cdots & p_{n}\left(\theta_{0}+1\right) \\
\vdots & \ddots & \vdots \\
p_{0}\left(\theta_{n}+1\right) & \cdots & p_{n}\left(\theta_{n}+1\right)
\end{array}\right)
$$

and $x=\left(x\left(\theta_{1}\right), \ldots, x\left(\theta_{n}\right)\right)$.

## Choosing a Homotopy Map

Our goal now is to find the initial data of unstable periodic orbits for diffrent values of the parameter. We know that $x_{b}(t)$ is a $T$-periodic solution of the given differential delay equation for a fixed arbitrary parameter $b$ if and only if its initial data $x_{b}(\theta), \theta \in[-2,0]$, is a fixed point of the Poincaré map $P: \Omega \rightarrow C$, defined by $(P x)(\theta)=x(\theta+T), \theta \in[-2,0]$, where $\Omega$ denotes the domain of $P$.

As it was observed in [12], the period $T$ remains almost constant as $b$ varies as
long as the $T$-periodic orbit is stable. Since we use the collocation approximation for the integration of the given equation and since the collocation points are not uniformly distributed in the interval $[-2,0]$, small changes in the period should not affect our computations. Hence we assume that the period $T$ remains the same for all values of the parameter $b$. The assumption that the $T$-periodic solution has a period very insensitive to $b$ is confirmed by the numerical computations given below. With this assumption, it follows that for any pair $\left(x_{b}(\theta), b\right) \in \Omega \times R, x_{b}(\theta)$ is the initial data of the $T$-periodic orbit for the parameter value $b$ if and only if $\left(x_{b}(\theta), b\right)$ is a zero of the map $H: \Omega \times R \rightarrow C$, defined by $H=\left.\mathrm{id}\right|_{\Omega}-P$.

In order to find the initial data of the $T$-periodic solution for different values of the parameter $b$, we therefore must solve the equation

$$
\begin{equation*}
H(x, b)=0, \tag{9}
\end{equation*}
$$

where $x \in \Omega$ and $b \geqslant 0$. This can be done by using the homotopy continuation method. For a basic description of this method and further references see [1, 16, 4]. The set of all the zeros of the homotopy map $H$ is the branch of the bifurcation diagram in the space $C \times R$ that corresponds to the $T$-periodic solution (see Fig. 7) and since the homotopy continuation methods enables us to follow different bifurcation branches beyond the bifurcation point, we will obtain initial data for the $T$-periodic orbit even after it becomes unstable.

In order to detect the period doubling bifurcation, we have to compute the characteristic multipliers of the $T$-periodic orbit, i.e., the spectrum of the Jacobian of the Poincare map, since this type of bifurcation cannot be observed otherwise. Indeed, a study of how the characteristic multipliers change in response to changes in the parameter is itself an interesting question.

The homotopy continuation method can be used only if we approximate Eq. (9) by a finite dimensional problem. This can be done because $P$ is a compact operator [8] and so we can use the collocation approximation described above. Moreover, the spectrum of $P$ is discrete and 0 is its only accumulation point.

In order to use the scheme that we have described, it remains only to find the value of the period $T$. We know that for $b_{0} \approx 1.34$ a Hopf bifurcation from the fixed point $x \approx 1$ occurs. Choose $b>b_{0}$ but close to $b_{0}$, and choose the initial condition $x\left(\theta_{0}\right)=\cdots=x\left(\theta_{n}\right)=1$. Since the periodic orbit is stable, we approximate it simply by integrating the given delay equation numerically. Analysis of the resulting data has shown us that $T \approx 5.5$.

## Discussion

The numerical method that we have described has enabled us to study the qualitative behavior of solutions of the given differential delay equation. It has allowed us to follow the unstable manifold of a periodic solution, which is the key to an understanding of the behavior of the flow on the attractor. The method makes it possibile to establish connections between different solutions and to find homoclinic orbits.

Although the spectral method was introduced in [15] primarily for perturbed linear delay equations, we found it to be an accurate scheme for a nonlinear equation. We also have checked the accuracy in the cases $n=32$ and $n=7$.

The algorithm has performed well even though we knew only an approximate value for the period of the $T$-periodic orbit. Small changes in the period $T$ did not affect our computations.

In Fig. 1, one can see that the vector obtained by using our scheme is indeed the initial condition of the stable $T$-periodic orbit. This further illustrates the good performance of the algorithm.

The algorithm can also be used to find other branches of the bifurcation diagram for the given delay equation and to study the behavior near other periodic solutions. Choosing initial data in the proposed way not only increases the accuracy of the computations, it also enables us to follow certain solutions on the attractor which previously could not be observed numerically. It is this last ability that is the main advantage of the numerical scheme that we have described.
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